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Abstract

In this paper we adapt the nearest neighbour rule to the contextual bandit problem.
Our algorithm handles the fully adversarial setting in which no assumptions at all
are made about the data-generation process. When combined with a sufficiently
fast data-structure for (perhaps approximate) adaptive nearest neighbour search,
such as a navigating net, our algorithm is extremely efficient - having a per trial
running time polylogarithmic in both the number of trials and actions, and taking
only quasi-linear space. We give generic regret bounds for our algorithm and
further analyse them when applied to the stochastic bandit problem in euclidean
space. A side result of this paper is that, when applied to the online classification
problem with stochastic labels, our algorithm can, under certain conditions, have
sublinear regret whilst only finding a single nearest neighbour per trial - in stark
contrast to the k-nearest neighbours algorithm.

1 Introduction

In this paper we adapt the classic nearest neighbour rule to the contextual bandit problem and develop
an extremely efficient algorithm. The problem proceeds in trials, where on trial ¢: (1) a context z; is
revealed to us, (2) we must select an action at, and (3) the loss ¢; 4, € [0, 1] of action a; on trial ¢ is
revealed to us. We assume that the contexts are points in a metric space and the distance between two
contexts represents their similarity. A policy is a mapping from contexts to actions and the inductive
bias of our algorithm is towards learning policies that typically map similar contexts to similar actions.
Our main result has absolutely no assumptions whatsoever about the generation of the context/loss
sequence and has no restriction on what policies we can compare our algorithm to.

Our algorithm requires, as a subroutine, a data-structure that performs c-nearest neighbour search.
This data-structure must be adaptive - in that new contexts can be inserted into it over time. An
example of such a data-structure is the Navigating net [17] which, given mild conditions on our
metric and dataset, performs both search and insertion in polylogarithmic time. When utilising a
data-structure of this speed our algorithm is extremely efficient - with a per-trial time complexity
polylogarithmic in both the number of trials and actions, and requiring only quasi-linear space.

As an example we will apply our methodology to the special case of the contextual bandit problem
in which the context sequence is drawn i.i.d. from a probability distribution over the d-dimensional
hypercube. In this case, for any policy y with a finite-volume decision boundary, our algorithm
achieves O (4T (1D K1/ (@+1) regret w.rt. §, where & measures the magnitude of what is
essentially the part of the decision boundary of ¢ that lies in the support of the probability distribution.

In the course of this paper we develop some novel algorithmic techniques, including a new algorith-
mic framework CANPROP and efficient algorithms for searching in trees, which may find further
application.

We now describe related works. The bandit problem [20] was first introduced in [28] but was
originally studied in the stochastic setting in which all losses are drawn i.i.d. at random [18], [1]],

37th Conference on Neural Information Processing Systems (NeurIPS 2023).



[3]. However, our world is very often not i.i.d. stochastic. The work of [4] introduced the seminal
ExP3 algorithm which handled the case in which the losses were selected arbitrarily. This work also
introduced the ExP4 algorithm for contextual bandits. In general this algorithm is exponential time
but in some situations can be implemented in polynomial time - such as their EXP3.S algorithm,
which was a bandit version of the classic FIXEDSHARE algorithm [[14]]. In [[12] the EXP3.S setting
was greatly generalised to the situation in which the contexts where vertices of a graph. They utilised
the methodology of [8], [[16] and [[13] in order to develop extremely efficient algorithms. Although
inspiring this work, these algorithms cannot be utilised in our situation as they inherently require
the set of queried contexts to be known a-priori. In the stochastic case another class of contextual
bandit problems are linear bandits [21], [S] in which the contexts are mappings from the actions
into R?. Here the queried contexts need not be known in advance but the losses must be drawn i.i.d.
from a distribution that has mean linear in the respective context. The k nearest neighbour algorithm
was first analysed in [6]. The work [26] utilised the k nearest neighbour methodology and the works
[9 and [18]] to handle a stochastic contextual bandit problem. However, their setting is extremely
more restricted than ours. In particular, the context/loss pairs must be drawn i.i.d. at random and the
probability distribution they are sampled from must obey certain strict conditions. In addition, on
each trial the contexts seen so far must be ordered in increasing distance from the current context
and operations must be performed on this sequence, making their algorithm exponentially slower
than ours. Our algorithm utilises the works of [[22] and [7] as subroutines. It should be noted that the
later work, which was based on [23]], was improved on in [11] - we leave it as an open problem as to
whether we can utilise their work in our algorithm.

Algorithms for contextual bandits in metric spaces have been studied in [[15} 119} 24,25} 27, 129, 130}
31,121 126] but as far as we know ours is the first work to give a non-trivial bound for our problem in
general. As far as we are aware our above example bound for the fully stochastic case in euclidean
space (with finite decision boundary) is also novel - the works [30, 24} 26] scale as @(T(‘”l)/ (d+2))
in general (and [24}26] also require additional assumptions). As far as we are aware we are also the
first work, stochastic or otherwise, to give a regret scaling as @(T 1/ 2) when the contexts are drawn
from well-separated clusters (i.e. there is a positive distance between all pairs of clusters) and the
comparator policy is constant on each cluster (we do, however, conjecture that in the stochastic case
[26] can obtain such a regret scaling here - but, as stated above, it is exponentially slower).

2 Notation

Let N be the set of natural numbers not including 0. Given a natural number m € N we define
[m] :={j € N| j < m}. Given a predicate p we define [[p] := 1 if p is true and [[p] := 0 otherwise.
We define log(-) and In(-) to be the logarithms with base 2 and e respectively. Given sets .4 and B
we denote by B the set of all functions f : A — B and by 2 the set of all subsets of A. We write
x ~ [0, 1] to mean that the value x is drawn from the uniform distribution on [0, 1].

All trees in this paper are considered rooted. Given a tree 7 we denote its root by r(J), its vertex set
by J, its leaves by [J*, and its internal vertices by J'. Given a vertex v in a tree 7 we denote its
parent by T 7 (v) and the subtree of all its descendants by } 7 (v). Given an internal node v in a (full)
binary tree 7 we denote its left and right children by <7 (v) and > 7 (v) respectively. Internal nodes
v in a (full) ternary tree J have an additional child V 7 (v) called the centre child. Given vertices
v and v in a tree J we denote by T' (v, v') the least common ancestor of v and v': i.e. the vertex
of maximum depth which is an ancestor of both v and v’. We will drop the subscript 7 in all these
functions when unambiguous. Given a tree J, a subtree of J is a tree whose edge set is a subset of
that of 7.

3 Results

3.1 The General Result

We consider the following game between Learner (us) and Nature (our adversary). We call this game
the similarity bandit problem. We have K actions. Learning proceeds in 7" trials. A-priori Nature
chooses a sequence (n(t) |t € [T]\ {1}) where for all t € [T]\ {1} we have n(t) € [t — 1]. A-priori
Nature also chooses a sequence of loss vectors (£, |t € [T]) C [0, 1], but does not reveal them to
Learner. On the ¢-th trial the following happens:



1. If t > 1 then Nature reveals n(t) to Learner.
2. Learner chooses some action a; € [K].

3. Nature reveals ¢; 4, to Learner.

Intuitively, given a trial ¢ € [T]\ {1}, n(¢) is a similar trial to t. Our inductive bias is that if an action
a € [K] is good for trial ¢ then it is likely that a will also be good for the similar trial n(¢). We will
measure our performance with respect to any policy y, where a policy is defined as a vector in [K]7.
Specifically, we wish to minimise the y-regret, which is defined as the difference between the total
cumulative loss suffered by Learner and that which Learner would have suffered if it had instead
chosen a; equal to y; for all trials ¢. Formally, this quantity is defined as follows:

Definition 3.1. Given a policy y € [K|T we define the y-regret of Learner as:

R(y) := Z bty — Z liy, -
] ]

te[T te[T

The following quantity quantifies how much a policy agrees with our inductive bias.
Definition 3.2. Given a policy y € [K]T we define the complexity of y by:

Oy) =1+ > o # vl
te[TI\{1}

We now state our main result:

Theorem 3.3. Consider the similarity bandit problem described above. Our algorithm CBNN takes

a single parameter p > 0 and, for all policies y € [K|T simultaneously, obtains an expected y-regret
bounded by:

Bl € 0 ((r+ *2) VAT)

where the expectation is taken over the randomisation of the algorithm. CBNN needs no initialisation
time and has a per-trial time complexity of:

O(In(T)* In(K)).

3.2 Bandits in a Metric Space

We consider the following game between Learner (us) and Nature (our adversary). We call this game
the metric bandit problem. We have K actions and a metric space (C, A) where C is a (possibly
infinite) set of contexts and for all z,z’ € C we have that A(x,z’) is the distance from z to '
We assume that Learner does not necessarily know (C, A) a-priori but has access to an oracle for
computing A(x,2’) for any x,2’ € C. Learning proceeds in T trials. A-priori Nature chooses a
sequence of contexts (x; |t € [T]) C C and a sequence of loss vectors (£; |t € [T]) C [0,1]%, but
does not reveal them to Learner. On the ¢-th trial the following happens:

1. Nature reveals z; to Learner.
2. Learner chooses some action a; € [K].
3. Nature reveals ¢; ,, to Learner.
Here, our inductive bias is that if an action a € [K] is good for a context = € C then it is likely also

good for contexts that are near to & with respect to the metric A. Our algorithm for this problem will
be based on the concept of a c-nearest neighbour which is defined as follows.

Definition 3.4. Given some ¢ > 1, a finite set S C C, and a context x € C we have that some & € S
is a c-nearest neighbour of x in the set S if and only if:

, #) < cmi ).
Az, 3) < ¢ min Az, x")

In order to utilise CBNN for this problem we need a data-structure for adaptive nearest neighbour
search. This problem is as follows. We maintain a finite set S C C. At any point in time we must
either:



* Insert a new context x € C into the set S and update the data-structure.

* Given a context x € C, utilise the data-structure to find a c-nearest neighbour of z in the set

S.

An efficient example of such a data-structure is the navigating net [17]].

We can now reduce the metric bandit problem to the similarity bandit problem as follows. On any
trial ¢ € [T] \ {1} choose & to be a c-nearest neighbour of x; in the set {zy |t' € [t — 1]}. Then
choose n(t) € [t — 1] such that 2,,(;) = Z;.

We will utilise the following definition in order to bound the complexity of policies when n(-) is
chosen in this way.

Definition 3.5. Given a function §j : C — [K| and a set X C C then for all x € C define:
Y(x, g, X) = min{A(z,2') | 2" € X A §(2) # §(z)}.

We can now bound the complexity of policies as follows, noting that by Theorem [3.3] this leads
directly to a regret bound.

Theorem 3.6. Assume we have a sequence (x|t € [T]) C C and a function 4 : C — [K|. Define
X = {a|t € [T} and for all t € [T define y; := §(xt). Assume that for all t € [T]\ {1} we
have that x,,(y) is a c-nearest neighbour of x in the set {xy |t € [t — 1]}. Then ®(y) is no greater

than the minimum cardinality of any set S C C in which for all ' € X there exists x € S with
Az, ") < y(x,9,X)/3c

A strength of our algorithm is that it can be combined with binning algorithms, where the contexts
x; are partitioned into sets called bins and, for each bin, all contexts in that bin are replaced by a
single context called the centre of the bin. The advantage of binning is that y(z, §, X') can increase,
so that by Theorem [3.6| we may have that ®(y) decreases. However, when a context z; is binned (i.e.
replaced by its bin centre) its label j(x;) can change, increasing the final regret by O(1). In Section
[3.3] we give an example of the utilisation of binning.

3.3 Stochastic Bandits in Euclidean Space

As an example we now consider the utilisation of the above algorithms for the problem of stochastic
bandits in [0, 1] for some arbitrary d € N which we view as a constant in our bounds. Here we will
only focus on what happens in the limit 7" — co. We focus on stochastic bandits for simplicity, but
the same methodology can be used to study the limiting behaviour of adversarial bandits. In this
problem we have an unknown probability density /i : [0,1]¢ x [0,1]% — R. We have T trials. On
trial ¢ the following happens:

1. Nature draws (z;, £;) from fi.

2. Nature reveals z; to Learner.

3. Learner chooses some action a; € [K].

4. Nature reveals ¢, ,, to Learner.
To aid us in this problem we will first quantise the contexts z; to a grid. Note that this is an example
of binning. The grid is defined as follows:

Definition 3.7. Given q € N define Qg to be the set of vectors in [0, 1]¢ in which each component is
an integer multiple of 1/q.

On each trial ¢ we will first quantise the vector z, by defining x; to be its nearest neighbour (w.r.t. the
euclidean metric) in G, where ¢ := (T'/K)'/(¢+1), Note that this can be done in constant time per
trial. As in Section [3.2|we then use CBNN to solve the problem by defining n(t) such that z,,(;) is a

c-nearest neighbour (w.r.t. the euclidean metric) of x; in the set {x, | t' € [t — 1]}. We consider c as
a constant in our bounds.

As before, we will compare our cumulative loss to that of a policy that follows a function ¢ : [0, 1]¢ —
[K]. Our regret bound will be based on the following quantities:



Definition 3.8. Let 11 be the marginal of i with respect to its first argument and let A be the euclidean
metric on [0,1]%. For all € > 0 define:

E(pye) :={x €[0,1)4|32" €[0,1]? : pu(a’) #0 A A(x,2") < €}

which is the set of contexts that are within distance e of the support of ji. Given § : [0,1]¢ — [K] we
make the following definitions. For any § > 0 define:

M(G,n,e,8) = {z €[0,1]*| 32" € E(n,€) + Alw,2) <8 A G(z) # §(')}

which is the set of contexts that are at distance no more than § from the intersection of the decision
boundary of §j and E(u, €). We then define:

1 1
J, 1) := lim lim ~ 1 &g, p):=lim lim -
(g, p) := lim lim o) ;&g p) = lim lim s 11()

which are essentially the volumes of the part of the decision boundary of y that lies in the support of
1, with respect to the uniform density and the density i respectively.

With these definitions in hand we now present our regret bound, which utilises Theorem [3.6]in its
proof:

Theorem 3.9. Let q := [(T/K)'/(@+V). Forallt € [T] let x; be the nearest neighbour of z; in
the set G4. For all t € [T]\ {1} let n(t) be such that ) is a c-nearest neighbour of x, in the
set {xy |t' € [t — 1]}. Given some § : [0,1]¢ — [K] let y; = §(2) for all t € [T). Then when

p = q% CBNN gives us:

E[R(y)] € O ((1 +a(i, m) + &y, M))Trile—%)
asT — oo.

We note that varying ¢ and p in Theorem will allow us to trade off the values 1, (g, p) and
a(y, 1) in different ways.

4 The Algorithm

In this section we describe our algorithm CBNN, for solving the similarity bandit problem, and give
the pseudocode for the novel subroutines. In the appendix we give a more detailed description of how
CBNN works and prove our theorems.

Instead of working directly with trial numbers we create a sequence of distinct nodes (x|t € [T])
and define, for all ¢t € [T]\ {1}, the node n(x;) := xy(). Let & := {x; | t € [T]}. We can now
represent policies as functions from X into [K]. Hence, given some y : X — [K], we define the
y-regret and the complexity of y as:

Ry):=> lia,— Y lywy i 2@):i=1+ > [yl@) #yn@)]
te(T) te(T) zeX\{z1}

respectively.

4.1 A Simple but Inefficient Algorithm

To give the reader intuition we first describe our initial idea - a simple algorithm which attains
our desired regret bound but is exponentially slower - taking a per-trial time of O(KT'). The
algorithm is based on ExP4 [4] which we now describe. On every trial ¢ we maintain a weighting
Wy [K]Y — [0,1]. We are free to choose the initial weighting 10 to be any probability distribution.
On each trial ¢ the following happens:

1. Forall a € [K]setpia < >, cxx [y(@e) = alin(y) .
2. Set a; < a with probability proportional to p; g .

3. Receive l¢ 4, .



4. Forall a € [K] set ft,a — [a = alle o, P11/ Pty -
5. Forall y € [K]¥ set yy1(y) « w0 (y) exp(—nét’y(wt)) .

For us we choose, for all y : X — [K], an initial weight of:
iy (y) == (1/K)(T(K — 1))~ (1 - 1/7) T2

Of course, we don’t know ®(y) a-priori, and hence we cannot implement EXP4 explicitly (and it
would take exponential time even if we did know ®(y) a-priori). Our crucial insight is the following.
Forany t € [T]let X; := {zy |t € [t]} and for any y : X — [K] let ¥ be the restriction of y onto
X;. Then for any ¢ € [T'] and for any 3’ : X, — [K] we have:

>, wlwex ]I (”y'(’ﬁf}ﬁg@ﬂ + [y (n(@)) = ¥/ (@)] (1—;)) S

ye[K]Y tyt=y’ zeX\{z1}

Note that, for all t € [T] and a € [K], we can write p; , as follows:

pra= . @) =aui(y) [] ep(-nly=,)

yE[K]¥ t'e[t—1]
= Z [v'(2:) = d] H eXp(—nét’y,(wt)) Z Wy (y) -
y'€[K]*t t'e[t—1] yE[K]X : yt=y’

By substituting in Equation (I) we have now brought p, , into a form that can be solved via Belief
propagation [23]] over the tree with vertex set X; and in which, for all ¢’ € [¢t] \ {1}, the parent of x;/
isn(zy).

It is well known that for any y : X — [K], EXP4 attains a y-regret of at most In (w1 (y))/n+nKT /2.
By setting 1 := p/+/ KT and noting our choice of @; we obtain our desired regret bound.

4.2 Cancellation Propagation

In the remainder of this section we describe our algorithm CBNN, which is based on the same idea
as the simple algorithm of Section[4.1]

In this subsection we describe a novel algorithmic framework CANPROP for designing contextual
bandit algorithms with a running time logarithmic in K. It is inspired by ExXP3 [4]], specialist algo-
rithms [8] and online decision-tree pruning algorithms [[10] but is certainly not a simple combination
of these works. CBNN will be an efficient implementation of an instance of CANPROP. Although in
general CANPROP requires a-priori knowledge, CBNN is designed in a way that, crucially, does not
need it to be known.

We assume, without loss of generality, that K and T are integer powers of two. CANPROP, which
takes a parameter n > 0, works on a full, balanced binary tree B with leaves 5* = [K]. On every
trial t each pair (v,S) € B x 2% has a weight w;(v,S) € [0, 1]. These weights induce a function
0; : B — [0, 1] defined by:
0i(v) = Y [ € SJwy(v,8).
Seax

On each trial ¢ a root-to-leaf path {v; ; | j € [log(K)] U{0}} is sampled such that v; ¢ := 7(B) and ,
given vy ; , we have that v, ;1) is sampled from {<(v; ;),>(v¢,5)} with probability proportional to
the value of ; when applied to each of these vertices. The action a; is then chosen equal to vy jo¢ (k).
Once the loss has been observed we climb back up the root-to-leaf path, updating the function w; to

Wi+1-

CANPROP (at trial ¢) is given in Algorithm We note that if w1 (v, S) is not set in the pseudocode
then it is defined to be equal to w; (v, S).

In Appendix [B] we give a general regret bound for CANPROP. For CBNN we set:
n:= p/In(K)In(T)/KT



Algorithm 1 CANPROP at trial ¢

I: v ¢ T‘(B) ( ( ) ) 17 at 4= Vg log(K)
2: for j =0,1,- do 18: 7y < [1 (Vg 5)
jellog(K)] "t\Vt.j

3 forv € {<1(v J), (ve,5)} do 19: Pr 1og(s) < €XP(—11lt a, /7¢)

4 01(v) ¢ 2sezxlwe € SJwi(v,5) 5, for j = log(K), (log(K) —1),--- ,1do
5 end for 21 Yot e 1 — (1= iy ) (vf])

6 2y O (o) + 0 (o(0n) e e

7 for v € {<(v t;),>(ve,j)} do ‘ St Ll g1

8: T (v) et(v)/zt’j 23: if Vtj = Q(Ut,j—l) then

9: end for ;;_‘ L Oy, = >(vrj-1)

10: ¢~ [0,1] Lo else

11: if ¢y < m(<(ve,)) then 26: Urj <= <A(vg-1)

12: 0 1 e 4(1’% ) 27: end if

13 else 7 7 28: forSc2¥ : 2, €Sdo

14: vt a1 >(vr ) 29: Wet1(Vr,5, S) 4= we(ve,5, SV 5
15 endif 30: Wit1(0t5,S) = wi(0r,5,8) Ve 1
16: end for 31: end for

32: end for
and for all (v, S) € B x 2% we set:
1 1 1
wi(v,8) = 1 H (U(m,S)T +(1—o0(x,9)) (1 - T)) )

zeX\{z1}

where:

S) := [z € 8] # [n(x) € S]]
This choice gives us the regret bound in Theorem[3.3] We note that CBNN will be implemented in
such a way that n need not be known a-priori.

4.3 Ternary Search Trees

As we shall see, CBNN works by storing a binary tree .A(v) at each vertex v € B. In order to perform
efficient operations on these trees we will utilise the rebalancing data-structure defined in [22] which
here we shall call a ternary search tree (TST) due to the fact that it is a generalisation of the classic
binary search tree and, as we shall show, has searching applications. However, as for binary search
trees, the applications of TSTs are more than just searching: we shall also utilise them for online
belief propagation.

We now define what is meant by a TST. Suppose we have a full binary tree J. A TST of J is a
full ternary tree D which satisfies the following. The vertex set of D is partitioned into two sets D°
and D*® where each vertex s € D is associated with a vertex u(s) € J and every s € D* is also
associated with a vertex i/ (s) € {l(u(s))". In addition, each internal vertex s € D is associated with
avertex £(s) € J. For all u € J there exists an unique leaf Yp(u) € D* in which u(Yp(u)) = w.

Essentially, each vertex s € D corresponds to a subtree 7 (s) of J where J (r(D)) = J. Such a
vertex s is a leaf of D if and only if |7 (s)| = 1. For each internal vertex s € D' the subtree J (s)
is split at the vertex £(s) into the subtrees J (<(s)), J(V(s)), and J (>(s)) corresponding to the
children of s. The process continues recursively.

For completeness we now describe the rules that a TST D of 7 must satisfy. We have that r(D) € D°
and pu(r(D)) := r(J). Each vertex s € D represents a subtree J(s) of J. If s € D° then
J(s) := |(u(s)) and otherwise 7 (s) is the set of all descendants of 1(s) which are not proper
descendants of 1/ (s). Given that s € DT this subtree is split at the vertex £(s) where if s € D* we
have that £(s) lies on the path from z(s) to 12/ (s). The children of s are then defined so that 7 (<(s)) =
T ()N U(a(E(s))) and T (>(5)) = T () N U(>(E(5))) and T (V(s)) = T () \ (T (a(s)) UT (>(5))).
i.e. £(s) partitions the subtree 7 (s) into the subtrees 7 (<(s)), J (>(s)), and J (V(s)). This process
continues recursively until |7 (s)| = 1 in which case s is a leaf of D.



For all binary trees 7 in our algorithm we shall maintain a TST H(7) of J with height O(In(|.7])).
Such trees J are dynamic in that on any trial it is possible that two vertices, v and u’, are added to
the tree J such that v’ is inserted between a non-root vertex of 7 and its parent, and u is designated
as a child of «’. We define the subroutine REBALANCE(#(J ), u) as one which rebalances the TST
H(J) after this insertion, so that the height of #(.7) always remains in O(In(|7])). The work of
[22] describes how this subroutine can be implemented in a time of O(In(|7|)) and we refer the
reader to this work for details (noting that they use different notation).

4.4 Contractions

Define the quantity ¢ := 0 and for all j € N U {0} inductively define:
1 1
Pj+1 = (1 - T> b; + f(l — &)

At any trial ¢ the contexts in {z | s € [t]} naturally form a tree by designating n(z) as the parent
of 5. However, to utilise the TST data-structure we must only have binary trees. Hence, we will
work with a (dynamic) full binary tree Z which, on trial ¢, is a binarisation of the above tree. The
relationship between these two trees is given by a map v : Z; — {z, | s € [t]} where Z, is the tree
Zontrial t. Forall z € {z, | s € [t]} we will always have an unique leaf 4(z) € Z; in which
v(7(x)) = . We also maintain a balanced TST H(Z) of Z.

Algorithm 2] gives the subroutine GROW, which updates Z at the start of trial ¢. Note that GROW;
also defines a function d : Z — N such that d(u) is the number of times the function n must be
applied to v (u) to reach x.

Algorithm 2 GROW; which works on Z

L u <+ (n(xy)) 10: else

2: u* <+ (u) 11: >(u*) < u'

3: u' < NEWVERTEX 12: end if

4: u” <+ NEWVERTEX 13: <(u') « u”

5: y(u') + n(xy) 14: >(u') + u

6: y(u") + x4 15: d(u') + d(u)

7o Fxy) — u” 16: d(u") + d(u) +1

8: if u = <(u*) then 17: REBALANCE(H(Z),u")
9: Au*) o’

A contraction (of Z) is defined as a full binary tree 7 in which the following holds. (1) The
vertices of J are a subset of those of Z. (2) (J) = r(Z). (3) Given a vertex u € J we have
A7(u) € Jz(<z(u)) and>7(u) € z(>z(u)). (4) Any leaf of 7 is a leaf of Z.

CBNN will maintain, on every vertex v € B3, a contraction A(v) as well as a TST H(A(v)) of
A(v). Given J is one of these contractions, we also maintain, for all 4,4’ € {0,1} and allu € J, a
value 7; i (J,u) € Ry. Technically these quantities, which depend on the above function d, define a
bayesian network on J which is explained in Appendix Forall i € {0,1} and all u € J we
also maintain a value x; (7, ) initialised equal to 1.

On each of our contractions 7 we will define, on trial ¢, a subroutine INSERT;(7) that simply
modifies J so that §(z;) is added to its leaves. This subroutine is only called on certain trials .
Specifically, it is called on the contraction .A(v) only when v is involved in CANPROP on trial ¢.
Although the effect of this subroutine is simple to describe, its polylogarithmic-time implementation is
quite complex. A function that is used many times during this subroutineis v : Zx Z — { «, », A}
in which v(u,u’) is equal to <, » or A if v is contained in | z(<z (u)), in § z(>z(w)) or in neither,
respectively. Algorithm 3]shows how to compute this function. Now that we have a subroutine for
computing v we can turn to the pseudocode for the subroutine INSERT, () in Algorithm E} In the
appendix we give a full description of how and why this subroutine works.



Algorithm 3 Computing v(u, ') for u,u’ € Z

1. E+H(Z) 20: return <
2: ifu = u' then 21: elseif £(s*) = u A § =p(s*) then
3: return A 22: return »
4: end if 23: end if
5: 5+ Ye(u) 24: s+ §
6: 5« YTe(u) 25: while TRUE do
7 8"+ Tg(8,8) 26: if s € £° then
8: for s € {<(s*),V(s*),>(s*)} do 27: return A
9: if 5 € J(s) then 28: else if u = £(s) A <(s) € E° then
10: 54 s 29: return <
11: end if 30: else if u = £(s) A>(s) € E° then
12: if &' € |(s) then 31: return »
13: § <+ s 32: end if
14: end if 33: for s’ € {«(s),V(s),>(s)} do
15: end for 34: if s (s ’) then
16: if § # V(s*) then 35: s s
17: return A 36: end if
18: end if 37 end for
19: if £(s*) = u A 8 = <(s*) then 38: end while
Algorithm 4 The operation INSERT;(J ) on a contraction 7 of Z at trial ¢
I: £+ H(2) 29: u* + p(s)
2: D+ H(T) 30: u < T4 (a
3: s+ r(D) 31: if & = <7 (u’) then
4 uy +— F(xy) 32: a7 (u')  u*
5: while s € D' do 33: else
6: if v(&(s), ur) = < then 34: >r(u) +—u
7: s 4= <(s) 35: end if
8: else if v(£(s), ur) =» then 36: if v(u*, &) = < then
9: s+ >(s) 37: A7 (u*) 4
10: else if v(£(s), u;) = A then 38: >7(u*) < uy
11: s 4 V(s) 39: else
12: end if 40: >r(u*) 4
13: end while 41: A7 (u*) + uy
14: 4 < p(s) 42: end if
15: s < r(&) 43: fori € {0,1} do
16: while s € £T do 4: R(Ju) 1
17: ifv(&(s),ur) = v(&(s), ) then 450 k(T w) <1
18: if v(£(s), us) = <« then 46: end for
19: s ¢ <(s) 47: for u € {u*, 4, u;} do
20: else if v(£(s), uy) = » then 48 O(u) < d(u) — d(t 7 (u))
21 5 < >(s) 49: end for
22: elseif v(£(s),u;) = A then 50: for (i,7') € {0,1} x {0,1} do
23 s« V(s) 51: if i = ¢’ then
24: end if 52 Ti,i’(jv u) —1- ¢5(u)
25- else 53: else
26: 54 V(s) 54: Tii (T, 1) <= Gs(u)
27: end if 55: end if
28: end while 56: end for
57: REBALANCE(H(J), ut)




4.5 Online Belief Propagation

In this subsection we utilise the work of [7]] in order to be able to efficiently compute the function 6,
that appears in CANPROP.

Given a vertex u in one of our contractions J we define F(J,u) := {f € {0,1}7 | f(u) = 1} and
then define:

MTu) =Y IT 7w (s (T ).
FEF(Tuw) weI\{r(J)}

As stated in the previous subsection, when a vertex v € I3 becomes involved in CANPROP on trial ¢,
CBNN will add 4(x¢) to the leaves of A(v) via the operation INSERT;(A(v)). In the appendix we
shall show that for each such v we then have:

0i(v) = A(A(v),7(x1)) /4.

We now outline how to compute this efficiently, deferring a full description for Appendix [D.3] First
note that for all contractions 7 and all u € J we have that A(J, u) is of the exact form to be solved
by the classic Belief propagation algorithm [23]]. The work of [[7]] shows how to compute this term in
logarithmic time by maintaining a data-structure based on a balanced TST of 7 - in our case the TST
H(J). Whenever, for some ¢ € {0,1} and v’ € J, the value x,(J, u') changes, the data-structure is
updated in logarithmic time. We define the subroutine EVIDENCE(/7, u') as that which updates this
data-structure after x; (7, u') changes. We also make sure that the data-structure is updated whenever
REBALANCE(H(J), -) is called. We then define the subroutine MARGINAL(J, ) as that which
computes A(J,u)/4. Hence, the output of MARGINAL(A(v),¥(x¢)) is equal to 0 (v).

4.6 CBNN

Now that we have defined all our subroutines we give, in Algorithm 3] the algorithm CBNN which is
an efficient implementation of CANPROP with initial weighting given in Equation (2).

Algorithm 5 CBNN at trial ¢

1: GROW; 18: end if
2: up — Y(x4) 19: end for
3: vt,O — T(B) 20: Q¢ <— vt,log(K)
4: for j=0,1,---,(log(K) — 1) do 21: 7y Hje[log(K)] e (ve,5)
5: for v € {a(vy;),>(ve,5)} do 22: Yy tog(x)  OXD(—11lt 00 /F)
6: INSERT; (A(v)) 23: for j = log(K), (log(K) —1),--- ,1do
7 0 (v) < MARGINAL(A(v), ut) ” et 1 — (1= by re(vn )
8 end for 25: if Ve = <](’Ut ‘_1) thel‘l
O 2ty < O(S(veg)) + 6:(0(veg)) 26: By b (vp,1)
10: for v % {<]( tg )(7[;(1)157])} do 27: else bd ti—1
11: i 2, B
12: an fmio . ! ;g endvitfj — <A(vg,j-1)
13: t.g ~ Y,
14: if ¢ < m(<(vy ) then 2(1) :1% EZ;;:Z:; — 7/%,;{;%; 1
121 elsevt’jH vy 32:  EVIDENCE(A(vy;),ut)
: 33: EVIDENCE(A(¥y;), ut)
17: Vg1 4 D(vt5) 34: end for
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A Introduction to the Appendix

We now turn to the full description and analysis of our algorithm CBNN. In Appendix [B] we describe
our novel algorithmic framework CANPROP. In Appendix [C] we describe contractions and bayesian
networks on them, showing how CANPROP can be implemented with them. Finally, in Appendix
we describe TSTs and how they are used to perform our required operations efficiently. In Appendix
we prove, in order, all of the theorems stated in this paper.

Recall that we created a sequence of distinct nodes (x; | t € [T]) and defined, for all ¢ € [T]\ {1}, the
node n(x;) := xyy). Let X := {x; | t € [T]}. Given some y : X — [K], we defined the y-regret
and the complexity of y as:

Ry):=Y lra,— Y liywy 5 2@)=14+ > [yx)#yn)]
te(T) te(T) zeX\{z1}

respectively.

B Cancellation Propagation

B.1 The General CANPROP Algorithm

We now introduce a general algorithmic framework CANPROP for handling contextual bandit
problems with a per-trial time logarithmic in K. Without loss of generality assume that K is
an integer power of two. Let 3 be a full, balanced binary tree whose leaves are the set of actions [K].
Let B’ := B\ {r(B)}. CANPROP takes a parameter 77 € R called the learning rate. On each trial ¢
CANPROP maintains a function:
w2 B x 2% = [0,1].
The function w; is free to be defined how one likes, as long as it satisfies the constraint that for all
internal vertices v € BT we have:

> (wi(9(w),8) + wi (>(v),S)) = 1.
Se2x
We now describe how CANPROP acts on trial ¢. For all v € B’ we define:

0 (v) == Z [z: € S]wi(v,S)

Se2X

and for all v € B we define:

o 0:(<(v)) , B 0,(>(v))
) =gy raem) ") T ) 106w

As we shall see CANPROP needs only compute these values for O(In(K)) vertices v. CANPROP
samples a root-to-leaf path {v; ; | j € [log(K)] U {0}} as follows. vy ¢ is defined equal to 7(B). For
all j € [log(K) — 1] U {0}, once v; ; has been sampled we sample v, ;1) from the probability
distribution defined by:

Plog o1y = o] = [1(0) = v Jmi(v) Vo€ B’
noting that vy (;41) is a child of v; ;. We define:
Pr:={ve; | j € [log(K)]U{0}}.
CANPROP then selects:

At = UVt log(K)
and then receives the loss ¢; ,,. The function w; is then updated to w1 as follows. Firstly we define,

w1 (v,8) == w(v,S)  V(v,8) € {v' € B | 1) & Pi} x 2.
We then define:

777615 at
VYt log () = €Xp : .
e I jenog(ry me(ve5)
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Once we have defined v ; for some j € [log(K)] we then define:
U -1 = 1= (1= e g)me(vr,)

i) = (P L £ P
t,(G—1)

’lUt_;,_l(U,S) = ([[l’f e S]]Bf(’l)) =+ [[It ¢ Sﬂ)wf(v,S) V(U,S) S {<](Uu(j_1)>,D(Ut7(j_1))} X 2X

The regret bound of CANPROP is given by the following theorem.

Yv € {Q(Ut’(jfl)), [>(’Ut7(j,1))}

Theorem B.1. Suppose we have a functiony : X — [K|. For all v € B define:
Qy,v) :={x e X |y(x) € Hv)}.
Then the expected y-regret of CANPROP is bounded by:
nKT

EIRE) < 15— 1 310w v) # 0 nfun (1. Qu.0))).
veB’

B.2 Our Parameter Tuning

We now describe and analyse the initial weighting w; and the learning rate 7 that we will use. Define
X' = X\ {z1}. Forall (z,S) € X’ x 2% define:

o(2,8) = [[z € S] # [n(x) € S].

For all (v,S) € B’ x 2% we define:
.8)=1 [ (e85 +0-ots) (1-
wi(v,8) = 7 o(@,8) % o(x, R .
reX’
Given our parameter p we choose our learning rate as:
In(K) In(T)
KT '

Given this initial weighting and learning rate, Theorem [B.T|implies the following regret bound.

n=p

Theorem B.2. Given wy and ) are defined as above, then for any y : X — [K] the expected y-regret
of CANPROP is bounded by:

E[R(y)] € O <<p + q>;y)> n(K) 1n(T)KT> .

C Implementation with Contractions

C.1 A Sequence of Binary Trees

For any trial ¢ we have a natural tree-structure on the set {zy | t' € [t]} formed by making n(z ) the
parent of x forall ¢’ € [¢]\{1}. However, in order to utilise the methodology of [22] we need to work
with binary trees. Hence, we now inductively define a sequence of binary trees (Z; | t € [T] \ {1})
where the vertices of Z; are a subset of those of Z;, ;. We also define a function vy : Zp — X". This
function ~y has the property that for any ¢ € [T'] and for any distinct leaves u, v’ € Z} we have that
~v(u) # y(u'), and that:
{y(W") [v" € 27} ={av |t €[]}

We define Z; to contain three vertices {r(Z253),<(r(Z2)),>(r(22))} where:

V(r(Z2) == y((r(22) =21 5 A((r(22)) == 2.
Now consider a trial ¢ € [T']. We have that Z; 1 is constructed from Z; via the following algorithm
GROW;41:

1. Let u be the unique leaf in Z} in which v(u) = n(zy1) and let u* := 1 (u).
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2. Create two new vertices u’ and u”.

3. Sety(u') < n(zpy1) and y(u"’) < zy1.

4. If u = <(u*) then set <(u*) < u’. Else set >(u*) « u'.

5. Set<(u') + u” and >(u') + w.

We also define a function d : Zr — NU {0} as follows. Define d’(x1) := 0 and for all ¢ € [T\ {1}
inductively define d’(x;) := d’(n(x¢)) + 1. Finally define d(u) := d’(y(u)) for all u € Z7p. Since
for all ¢ € [T'] we have that the vertices of Z; are a subset of those of Z1 we have that d also defines
a function over Z; for all ¢ € [T]].

For all ¢ € [T'] we define u; to be the unique leaf of Z; for which y(u;) = ;.

C.2 Contractions

Our efficient implementation of CANPROP will have a data-structure at every vertex v € B’. However,
to achieve polylogarithmic time per trial we can only update a polylogarithmic number of these
data-structures per trial. This necessitates the use of contractions of our trees {Z; |t € [T]\ {1}}
which are defined as follows. A contraction of a full binary tree Q is another full binary tree (7 which
satisfies the following:

* The vertices of [ are a subset of those of Q.

r(J) = r(Q).

* Given an internal vertex u € J ' we have <7(u) € |g(<g(u)) and > 7 (u) € Jo(>o(u)).
* Any leaf of J is a leaf of Q.

Note that any contraction of Z; is also a contraction of Z;,; and hence, by induction, a contraction
of Z; for all ¥ > t. Given a trial ¢ and a contraction J of Z;_; we now define the operation
INSERT;(7) which acts on J by the following algorithm:

1. Let @ be the unique vertex in 7 \ {r(7)} such that u; is in the maximal subtree of Z; with
@ and T () as leaves.

. Letu® :=Tgz, (us,a) .

. Add the vertices ©* and u; to the tree J.

. Letu :=1 ().

. If 4 =<z (u) then set <7 (u') < u*. Else set> 7 (u') < u*.

AN N AW

If 4 € Uz, (<z, (u)) then set <7 (u*) < @ and > (u*) < u,. Else set >y (u*) < @ and
dj(u*) — Ug.

Later in this paper we will show how this operation can be done in polylogarithmic time. Note that

after the operation we have that 7 is a contraction of Z; and u, has been added to it’s leaves. From
now on when we use the term contraction we mean any contraction of Zr.

C.3 Contraction-Based Bayesian Networks
Here we shall define a bayesian network over any contraction J and show how it can be utilised

to compute certain quantities required by CANPROP. First define the quantity ¢ := 0 and for all
j € NU {0} inductively define:

1 1
Pjy1 = <1 - T) ¢; + T(l —¢;).
The algorithm must compute these quantities for all j € [T']. However, for all ¢ € [T'] we have that

¢ doesn’t have to be computed until trial £ so computing these quantities is constant time per trial.
Given a contraction J, a vertex v € J \ 7(J) and indices 4, 4" € {0, 1} define:

7o (T u) o= [i # 1) -acr ;@) + [E= T (1 = Saw-act, w)))
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which defines the transition matrix from 1/ (u) to w in a bayesian network over 7. We shall now
show how belief propagation over such bayesian networks can be used to compute the quantities we
need in CANPROP. Suppose we have a contraction 7 and a function A : J* — R_.. This function A
induces a function \' : X — R defined as follows. Given = € X, if there exists a leaf u € J* with
v(u) = x then X' (z) = A\(u). Otherwise \' () = 1. For all S € 2% define:

(T, \,S) (gﬂllx > (ﬁ]:[( (U(I,S>;+(1U(I,3)) <1;)>> :

For the CANPROP algorithm we will need to compute

> (@) € SJa(T, A, S) 3)

Se2X

for some leaf & € J* and some function A : J* — R, . We shall now show how we can compute this
quantity via belief propagation on the bayesian network. In particular, we shall construct a quantity
A(T, A\, u) equal to the quantity in Equation (3). To do this, first define the function A\* : 7 — R
so that for all u € J* we have A\*(u) = A(u) and for all u € JT we have A\*(u) = 1. For all vertices
u € J and all indices 7 € {0, 1} define:

Ri(T A u) =i =0]+ [i = 1]\ (u) .
For all & € J define:

F(J i) = {f € {0,137 | f(a) =1}
and then define:
AT ) = T 7o e Wk (T A ).

fEF(T,a) weI\r(J)
The equality of this quantity and that given in Equation (3) is given by the following theorem.
Theorem C.1. Given a contraction J, a function \ : J* — Ry and some leaf i € J* we have:

AT N @) = [y(@) € STa(T, A, S).

Se2X

Note that /~\(J , A, 1) is of the exact form to be solved via belief propagation over 7. However, belief
propagation is too slow (taking © (|7 ) time) - we will remedy this later.

C.4 Cancelation Propagation with Contractions

We now describe how to implement CANPROP with contractions. For each v € B’ we maintain a
contraction A(v) and a function A\, : A(v)* — R,. We initialise with .A(v) identical to Z5 and
Ay(u) = 1 for both leaves v € Z3. Via induction over ¢ we will have that at the start of each trial ¢
we have, for all sets S € 2%, that:

wi(v,8) = W(A(v), Ay, S) /4. Q)

On trial ¢t we do as follows. First we update Z,_; to Z; using the algorithm GROW,. We will perform
the necessary modifications to our contractions as we sample the path P;. In particular, we first
set vy o := r(B) and then for each j € [log(K) — 1] U {0} in turn we do as follows. For each
v € {<(vy,j),>(vy,;) } run INSERT, (A(v)) and set A, (u) < 1. Since A, (u;) = 1 Equation () still
holds and hence, by Theorem|[C.1] we have:

0:(v) = A(A(V), Ay, us) /4.

After 0;(v) has been computed for both v € {<(v ;),>(v; ;) } we can now sample vy ;1.

Once we have selected the action a; we then update the functions {\, | Tz(v) € P.} by setting
Av(u) < Bi(v) for all v € B’ with 15(v) € P;. Itis clear now that Equation (@) holds inductively.
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C.5 Notational Relationship to the Main Body

We now point out how the notation in this section relates to that of the main body. In particular, we
have, forallv € B', all u € A(v) and all 4,7’ € {0, 1}, that:

o kiAW), u) = Ri(A(v), Ay, u).
* A(A(),u) = AA(), Ay w).

We note that the function A\, does not explicity appear in our pseudocode since it can be inferred

from x;(A(v), -).

D Utilising Ternary Search Trees

There are now only two things left to do in order to achieve polylogarithmic time per trial - to make
an efficient online implementation of the INSERT,(+) operation and an efficient online algorithm to
perform belief propagation over our contractions. In order to do this we will utilise the methodology
of [22] which we now describe. However, we do not give the full details of the rebalancing technique
and refer the reader to [22] for these details (noting that [22]] uses different notation).

D.1 Ternary Search Trees

In this section we will consider a full binary tree 7. A (full) ternary tree D is a rooted tree in which
each internal vertex s € DT has three children denoted by <(s), V(s), >(s) and called the left, centre,
and right children respectively. We now define what it means for a ternary tree D to be a ternary
search tree (TST) of 7. Firstly, the vertex set of D is partitioned into two sets D° and D*. Every
vertex s € D is associated with a vertex ((s) € J and every s € D* is also associated with a vertex

1 (s) € b7(u(s)). The root r(D) is contained in D° and p(r(D)) := r(J). Each internal vertex
s € DT is associated with a vertex £(s) € J. If s € D° then £(s) € |(u(s))" and if s € D*® then
&(s) lies on the path (in J) from p(s) to 1(1/(s)). For all s € Dt we have:

* V(s) € D*, u(V(s)) := p(s) and p'(V(s)) := £(s).
* J(s) satisfies:
— If s € D° then <(s) € D° and p(<(s)) := <(£(s)).
~ Ifs € D* and ' (s) € Y(p(E(s)) then <(s) € D° and p(<(s)) := <(£(5)).
- Else a(s) € D*, u(<(s)) := <(&(s)) and p'(a(s)) := o/ (s).
* >(s) satisfies:
- If s € D° then>(s) € D° and u(>(s)) := >(£(s)).
t

S
~ If s € D* and 1/ (s) € Y(a((s))) then > ()GD"andu( ()) = B(£(s))-
— Elsen(s) € D*, u(>(s)) :=>(£(s)) and

Finally, for each leaf s € D* we have:

» If s € D° then p(s) is a leaf of 7.
* If s € D* then there exists u € J such that uu(s) = p'(s) = u.

Intuitively, each vertex s € D is associated with a subtree 7 (s) of 7. If s € D° then J (s) := |} (u(s))
and if s € D* then J (s) is the subtree of all descendants of £(s) which are not proper descendants
of 1//(s). For every s € D such that 7 (s) contains only a single vertex, we have that s is a leaf of
D. Otherwise s is an internal vertex of D and its children are as follows. We say that J (s) is split
at the vertex £(s) € J(s)t. If s € D* we require that £(s) is on the  path in 7 from wu(s) to p'(s).

The action of splitting 7 (s) at (s) partitions 7 (s) into the subtrees 7 (<(s)), J(V(s)) and J (>(s))
defined as follows:
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» J(V(8) = T () \ (T (a(s)) U T (>(5)))-

Utilising the methodology of [22]] we will maintain TSTs of Z; (at each trial ¢) and the trees in
{A(v) | v € B'}, each with height O(In(T")). Note that these trees are dynamic, in that vertices are
inserted into them over time. [22]] shows how, after such an insertion, the corresponding TST can be
rebalanced, in time O(In(T')), so that its height is still in O(In(7")). This rebalancing is performed
via a sequence of O(In(T')) tree rotations, which generalise the concept of tree rotations in binary
search trees.

D.2 Searching

In this section we show how we can use our TSTs to implement the operation INSERT;(7) on any
trial ¢ and contraction 7 of Z;_1. To do this we need to perform the following two search operations:

1. Find the unique vertex & € J \ {r(J)} such that w, is in the maximal subtree of Z; with @
and 1 7 (@) as leaves.

2. Find u* :=T'z, (us, @).

To perform these tasks in polylogarithmic time we will utilise TSTs £ and D of Z; and .J respectively.
Both the searching tasks utilise a function v : Z2 — {A, <, »} defined, for all u, v’ € Z; as follows.
Ifu € |z, (<(u)) oru € |z, (>(u)) then v(u,u’) := <« or v(u,u’) :=» respectively. Otherwise
v(u,u’) := A. This can be computed as follows. If u = v’ then v(u,u’) := A. Otherwise let § and
§' be the unique leaves of £ such that p(5) = v and pu(3') = u'. Let s* := I'g(§,5") and let § and
§' be the children of s* which are ancestors of § and §' respectively. If § # V(s*) then we have
v(u,u’) = A. If £(s*) = u then we have v(u,u') = qor v(u,u’) =w if § = a(s*) or § = >(s*)
respectively. If § = V(s*) and £(s*) # u then we perform the following process. Start with s
equal to 5. At any point in the process we do as follows. If s € £° then the process terminates
with v(u,u’) ;= A. If s € £° and u = £(s) then the process terminates with v(u,u’) = < or
v(u,u’) =pif<a(s) € E* or>(s) € E° respectively. If s € £* and u # £(s) then we reset s as equal
to the child of s which is an ancestor of s and continue the process.

The vertex 4 can be found as follows. We construct a root-to-leaf path in D such that, given a vertex
s in the path, the next vertex in the path is <(s), >(s) or V(s) if v(£(s), u¢) is equal to <, » or A
respectively. Given that s is the leaf of D that is in this path we have 4 = u(s’).

The vertex u* can then be found as follows. We construct a root-to-leaf path in £ such that, given a
vertex s in the path, the next vertex in the path is found as follows. If v(£(s), us) = v(&(s), @) then
given v(&(s), ut) is equal to «, » or A, the next vertex is equal to <(s), >(s) or V(s) respectively.
Otherwise, the next vertex is V(s). Given that s’ is the leaf of £ that is in this path we have u* = u(s’).
The fact that these algorithms find the correct vertices is given in the following theorem:

Theorem D.1. The above algorithms are correct.

D.3 Belief Propagation

Here we utilise the methodology of [7] in order to efficiently compute the function A that appears
in the CANPROP implementation. i.e. given a contraction J, a function A\ : J* — R and some

leaf & € J* we need to compute A(J, A, @). For brevity let us define, for all 4,4’ € {0,1}, and all
verticesu € J \ {r(J)}, the quantities:

Ti(w) =10 (T,uw) 3 Ri(w) :=R(T, A\ u).
For simplicity of presentation we will utilise a tree 7’ which is defined as identical to 7 except with
a single vertex added as the parent of r(J). For all 4,7’ € {0,1} we define &;(r(J’)) := 1 and
7,0 (r(J)) = [i = i']. Forallu € J we will define (u) := 1/ (u)
We will utilise a TST D of 7 by maintaining potentials on the vertices of D defined as follows. First,

as in Section for any vertex s € D we define the subtree 7 (s) of 7 to be equal to {7 (su(s)) if
s € D° and equal to the subtree in J of all descendants of x(s) which are not proper descendants of
W' (s)if s € D*. Forall s € D° and i € {0, 1} we define:

Wi(s) = > L)) =i TT Frerewn s @k (@)

£€{0,1}T HU{T ()} ueJ(s)
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and for all s € D*® and ¢,i’ € {0,1} we define:
Qi,ir(s) == > LM () = iAW () = 8T T Frerw)osrn (Whp () -
£€{0,1}T Hu{t ()} ueJ(s)

We have the following recurrence relations for these potentials. Suppose we have an internal vertex
s €Dl andi,i’ € {0,1}. If s € D° we have:

= 3 (V) () Wi (5())

i€{0,1}
If, instead, s € D* then, by letting s’ := <(s), s” :=p(s) if <(s) € D* and s’ :=>(s), s := <(s)
otherwise, we have:
D Qi (V) Qo (8 )W (57
i€{0,1}

If, on a trial ¢, we perform the operation INSERT;(J) or change the value of A(u;) these recurrence
relations can be used (in conjunction with the tree rotations) to update the potentials in logarithmic
time.

Now that we have defined our potentials we will show how to use them to compute f\(j S, 1)
in logarithmic time. To do this we recursively define the following quantities for ¢ € {0,1}. Let
w;(r(D)) := 1. Given an internal vertex s € D° we define:

wi(V(s)) == wi(s) 5 wi(V(s)) = Tyi(<(s)) ¥ (>(s))
wi((s)) = T;((s)) > wir(s)a(V(s)) 3 wilb(s)) = Ti(a(s)) > wirls)Qiri(V(s)).

i/€{0,1} i/€{0,1}
Given an internal vertex s € D* define s’ := «(s), s” = p(s) if <(s) € D*® and s’ = >(s),
.= 4(s) otherwise. Then:

wi(V(s)) == wils) 3 wi(V(s)): ) Do Qi (swl(s)
i/€{0,1}
wis) = Y wir(9)Qa()Wils”) 5 W) = wils)
ire{0,1}
wi(s") = Y wir(5)ur i (V(s))whu (5)i(5).
i/,4"€{0,1}

For s € D°, wi(s) is not required and hence is arbitrary. We 1nduct1vely compute the values
{wi(s),wi(s) | i € {0,1}} for all s in the path from 7(D) to the unique leaf § € D* in which

11(8) = 4. We then have A(J, \, @) = wi (3).

Since this is known methodology we do not include a proof in this paper and direct the reader to [[7].

E Proofs

E.1 Theorem

This theorem is proved in appendices [B|to[D]and the theorems therein.

E.2 Theorem 3.6

For all z € C define §(z) := ~(z, 9, X).

Choose a set S C C in which for all ¢ € [T] there exists z € S with A(x,x:) < 4(x)/3c. For all
trials ¢ let S; be the set of all contexts « € S in which there exists s € [t] with A(z, zs) < Y(z)/3c.

Now consider a trial ¢ € [T]\ {1} in which §j(z;) # 9(7,«)) and choose z € S with A(x,24) <

Y(x)/3c.
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Assume, for contradiction, that x € S;_1. Then there exists s € [t — 1] with A(z, z5) < §(x)/3¢ so
that by the triangle inequality we have:

Az, x) < Az, xs) + Az, 24) < 29(x)/3c
which implies that A(x¢, z,,(¢)) < 29(x)/3. By the triangle inequality we then have that:

Since A(z,x¢) < 4(x) we have y(x) = y(x;) and hence that y(z) # y(z,)). But this contradicts
the fact that A(x, 2,,1)) < §().

We have hence shown that x ¢ S;_;. Since x € S; we then have that |S;| > |S;—1]. Since |S1]| > 1
this implies that:

Oy) =1+ Y [9(@) # §lznw)] < [Sr| < |S]

te[T\{1}
as required.
E.3 Theorem[3.9]
Let ¢ be such that:
1 1
i - 1<% i s [ uz) <250 ©)
506 zEM(G,p,2€,6) 500 zEM(Y,p,2€,8)

Since we are only interested in the behaviour as ¢ — oo assume, without loss of generality, that
Vid/q < €/3. Choose A > 0 and \' > 0 sufficiently small for this proof to work. For all 2 € Gl
let H(x) be the set of points 2/ € [0,1]? such that z is the nearest neighbour (or one of them
if the nearest neighbour is not unique) of z’ in Q(‘Ii. Let £ be the set of all z € Q,‘j for which
there exists a’, 2" € H(x) N E(u,€) with g(z') # §(«”). Note that for all 2’ € L we have

H(z') C© M(§, 1, 2¢,Vd/q) so:

q q q —d 1
L Ol B
\/E TEM (G,11,2€6,V/d/q) \/8 x’ze:L zEH(x') \/;i qdil\/g

By considering the limit of this inequality as ¢ — oo, and noting that d is being treated as a constant,
we then have, by Equation (), that:

L] € O(a(g, p)g*) ©)

P Z /J;EH(w’) wle)

z'eL

Now define:

Since H(z') € M(4, i, 2¢,/d/q) for all ' € L, we have:
q q
\/a \/Zi zEM(J,11,26,v/d/q)

By considering the limit of this inequality as ¢ — oo, and noting that d is being treated as a constant,
we then have, by Equation (), that:

(@)

p € O(a(g, 1)/q) ™
Let D be the set of all z € GZ such that there exists 2’ € H(x) with u(z) # 0. Now define
7'+ [0,1]¢ — [K] such that for all z € [0, 1]¢ we have:

e If x € D\ L then §/(z) is the unique ¢ € [K] such that there exists 2’ € H(z) with
w(z') # 0 and a = g(z'). Note that if there existed more than one such a then we would
have x € £ which is a contradiction.

o Ifx ¢ D\ L then §(z) = ¢’ (&) where Z is the nearest neighbour of zin D \ L
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Let A be a finite set of points in R? such that for all z € R? with A(x,0) < 1 there exists 2’ € A
with A(z,z’) < A. Define:

A= U {2'z/q|x € A}
i€(Mog(ad)1]
Note that:
|A'l € O(In(q)) ®
We now show that for all € R? with 1/q < A(x,0) < d there exists 2" € A’ with:
Az, z") < 2A(z,0)A 9

To show this choose any such z and let i € N be such that 2'~' /¢ < A(z,0) < 2/q. By the
assumption on = we have that i € [[log(¢qd)]]. Since A(x¢27*,0) < 1 choose ' € A such that
A(zq27",2') < A. Then we have:

Az, 27 [q) = (2'/q)A(zq2 ™", 2") < (2'/g)A < 2A(x,0)A
so, since 2’2’ /q € A", we have proved that Equation (J) is true.

We now let S’ be a finite set of points in R? such that for all x € [0, 1]¢ there exists some 2’ € S’
with A(z,z") < Xe. Now define:

S:=LuUS'U U{J:’—l—x\sc’EA'}

zeLl

Let X := {z; |t € [T]}. Take any z € X. We now show that there exists 27 € S with A(z,z") <
y(xT, 9, X)/3c. We have three cases:

* First consider the case that A(z, 2’) > €/3. Let 2’ be the nearest neighbour of x in [0, 1]¢
with §/(z) # ¢’ (2"). Choose T € S’ such that A(x,z") < Ne. Since A(x,27) < €¢/3 we
must have 7’ (z') = §/(z). Let 2" be the nearest neighbour of = in X with 7/ (z”") # ¢/ («T).
Since ¢/ (x) = 9/ (x) we must have that §'(2”) # §/(z) so that A(x,z") > ¢/3. By the
triangle inequality we then have:

€/3 < Az, 2") < Az, z) + Azl 2") < Ne+ Azt 2”) = Ne4+ (2T, 7, X)
Hence y(z", 9, X) > (1/3 — X)e so that:

/

A(l’,l’T) < )\/6 < m’y

(2,9, %) <yt 4, X)/3c

as required.
 Now consider the case that 2 € £. In this case we trivially have the result with 2 := 2.

* Finally consider the case that z ¢ £ and A(x,z") < €/3. Let 2’ be the nearest neighbour
of z in [0, 1]¢ with ¢/ () # §/(«’). Let & and 2’ be the nearest neighbours of = and ' in
D\ L respectively. Note that by definition of § we have §'(£) = ¢'(z) and §'(2') = ¢/ (2').
By definition of D we must have € D, so since © ¢ L we have & = z. Noting that
Az, 2") < A(2', &) we must then have that A(z’, ") < A(2’, z) which means, by the
triangle inequality, that A(z, ") < 2A(x,2’). Since z,2’ € D choose z € H(x) and
z' € H(Z') such that (z), u(2") # 0. Since z, &' € D\ L we have:

9(2) =9'(2) =9 (2) #9'(&") = §'(z') = §(z")
By the triangle inequality and above we have:
Az, 2) < Az, z) + Az, 7)) + AF, 2') <20 (z,2') +Vd/qg< € (10)

so since p(2), u(z") # 0 we must have that the straight line from z to 2’ is entirely contained
in E(i1,¢/2). Since §j(z) # §(z') we can then choose some z' in the line from z to 2’
that is on the decision boundary of ¢ (i.e. any open set around z! contains some Z with
§(Z) # 9(z1)). Since there exists an open set around z that is entirely contained in &(p, €)
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we must now have, by definition of £, that there exists 2 € £ such that 2T € H(%). By the
triangle inequality and Equation (T0) we have:

Az, 2) < A, 2) + Az, 21 + A(2T, 2) < Az, 21 + Vd/qg < Az, 2') + Vd/q
< 2A(z, ') + 2Vd/q (11)

Since € D\ L we have §'(2) = ¢ () for all Z € H(x) and hence we must have 2’ ¢ H(z)
so that A(x, ') > v/d/(2q). By Equation (TT]) this means that:

Az, z') > Az, 2)/6 (12)
By Equation (9) choose 2" € A’ such that:

Az — 2,2") < 2A(x — 2,0)\ (13)
and define z' = 2 + 2. Since # € £ we have 2T € S as required. Note that by equations
(12) and (13) we have:

Az, ") = Az — 2,2") < 2A(z, )X < 12A(z, ')A (14)

Since 2\ < 1/6 we now have, from equations (I2) and (T4), that A(z, z") < A(z,2’) so
that §(x) = 9'(z"). Let 2 be the nearest neighbour of z' in X with ¢/(2”) # ¢/ (xT).
Since /() = §/(z) we must have that §/(z”") # ¢/ (x) so that A(z, ") > A(z, ). By
the triangle inequality and Equation (T4) we then have:
Az, ') < Az, 2") < Az, z") + Azl 2”) < 12A(z, ")\ + Az, 2”)
= 12A(z, 2" )A + (", 7, X)
Hence y(z', 9, X) > (1 — 120\)A(x, z’) so that by Equation (T4) we have:
12X

T !
Az, z2") < 12A(z, 2 )A < T 12)\7(:10

L9, x) <~ 9, Xx)/3¢

as required.

Let y' € [K]T be such that y, := §/(x;) for all t € [T]. We have shown that for all z € X there
exists zf € S with A(z, z") < (2T, ¢, &)/3c. By equations (6) and (8) we have that:

5] € O(I£]1n(q)) € O(a(d, m)g" ™" In(q)) € (G, w)g" ™)
Invoking Theorem [3.6] then gives us:
o(y') € O(a(g, w)g™ ")
so by Theorem [3.3] we have:
E[R(y")] € O ((p + q“;’”) VKT) co ((1 + a(w))qdﬂm) (15)
We also have:

R(y) - R(y') = Z (Ct,y, — gt,y;) = Z Crgz) = L () < Z [9(2) # ' (4)]

te[T) te[T] te([T)

But §(z¢) # ¢’ () implies that z; ¢ D\ L so since x; € D we must have z; € £ which happens
with probability p and hence, by Equation (7), we have:

E[R(y) — R(y")] < pT € O(Ta(y, 1) /q) (16)
Combining equations (T3) and (T6)) gives us:

E[R(y)] € O((1 + a(g,m)g"T VET +Ta(j.p)/q)
Since ¢ := [(T/K)/(@+1)] we have now shown that:

E[R(y)] € O ((1+alg 1) + (G, ) T7 K77

as required.
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E.4 Theorem[B.1]

For every trial ¢ € [T'] define:

= > 19(y,v) # 0 (wi (v, Q(y, v)))

veB’

Choose some arbitrary trial ¢ € [T']. From here until we say otherwise all probabilities and expecta-
tions (i.e. whenever we use P[-] or E[-]) are implicitly conditional on the state of the algorithm at the
start of trial ¢. Note first that we have:

w1 (v, Ay, v))
— A = g;p% #Wm<mmgmw>) "

For all j € [log(K)] U {0} let 7, ; be the ancestor (in B) of y(x;) at depth j. Note that for all
ve X\ {y,;|Je€ [log(K) U{0}} wehave y(z;) ¢ |}(v) so that z; ¢ Q(y, v) and hence, directly
from the CANPROP algorithm, we have w11 (v, Q(y,v)) = w(v, Q(y,v)). By Equation and
the fact that Q(y, v) # 0 for all ancestors v of y(=) this implies that:

w i, Ay, :
j€llog(K)] t(Vt.5> LY N5

For all j € [log(K)] define:

Wit1 (Ve 55 Q(%%,j)))
Aeii=1
i n( we(Ye,5, QW Ve,5))

and:

et = ElIn(¢r ;) [ 1,5 € Pyl
Now choose some arbitrary j € [log(K)]. If v, (j_1) € P; then v, (j_1) = vy (j—1) 80 T(7z,5) =
vg,(j—1) and hence, since z; € Q(y,7+,5), we have A ; = In(B;(7z,5)). By definition of 5;(~y;,;) this
means that:

EX; | 765 € Pry Yij—1) € Pe) = € — E[In(vy,j—1)) | 75 € Prs Ye,(j—1) € Pi)
and that:
E[)\t,j | ve; & Pes Ye,(i—1) € P = —]E[ln(¢t,(j—1)) | Vej & P, Ye,(j—-1) € Py

Multiplying these two equations by P[y; ; € Py | v, (j—1) € Pe] and P[ys; & Pt | 74, (j—1) € P4
respectively, and summing them together, then gives us:

ElAej | v,G-1) € Pl =Pl € Pe | w,(5-1) € Pelery — E[In(ve 1) | v,i-1) € P4l
Since P[y;,; € Pe | v4,(j—1) € Pe] = me(7e,5) we then have:

E[Aj [ v2,G-1) € Pel = me(v1,5)€t,5 — €x,—1) (19)
If, on the other hand, v ;1) & P; then 1(7; ;) & P; so A j = 0. This means that:
EA: 5] = Ply,—1) € PeE[A:j [ Ve,i—1) € Pil (20)

Since the probability that ; (;_1) € Py is equal to [ | jeli-1] 7 (7,;+) we then have, by combining

equations (19) and (20), that:
Egl=ey [ mOns) —eg—y [] mOns)
j’elil j'eli—1]
By substituting into Equation (I8) (after taking expectations) we then have that:
E[A¢ — Ap1] = —€1,0 + €t log(K) H 7 (Ve,5)
j€log(K)]

—E(yr0)] + By o) | ar = Yepog)]  [[ mees) @D
J€[log(K)]
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Note that if a; = 7y 10g(k) then v, ; = vy j for all j € [log(K)]. By definition of 1, 1o¢(x) and the
fact that v 10¢(x) = ¥(2¢), Equation (1)) then gives us:

E[A: — Apy1] = —E[ln(vt,0)] — 0t y(z0) (22)
For all (v,a) € B x [K] define:
Pra(v) =Play = a | v € Py

noting that this is non-zero only when a € |/(v). Suppose we have some v € B\ {r(B)} and some
a € |(v) N [K]. Then, since Pla; = a | v ¢ P;] = 0, we have:

Pra(t(v)) =Plas =a | T(v) € P] =Plar = a | v € P|Pv € Py | 1(v) € Pt] = 7 (v)pe,a(v)

Since p;,o(v) = 0 whenever a ¢ |.(v), this implies that for all (v,a) € BT x [K] we have:
Pra(v) = m(A(v)pr.a(<(v) + 7 (>(0)pr.a(>(v)) (23)

For all a € [K] define:
[[CLt = aﬂﬂtﬂ

Pla; = a]
We now take the inductive hypothesis that for all j € [log(K)] U {0} we have:

Y= Y Pralves)exp(—nlia)

a€[K]

Et,a =

and prove this via reverse induction (i.e. from j = log(K) to j = 0). Note that given a’ := a; we
have Pla; = a'] = [ cpog(rcy Tt (vr,5) and hence:

wt,log(K) = eXP(_Uét,at)

so the inductive hypothesis holds for j = log(K’). Now suppose that we have some j' € [log(K)] and
that the inductive hypothesis holds for j = j'. We shall now show that it holds also for j = j' — 1. Let

v’ be the child of v, (;,_1 that is not equal to v; ;.. Note that a; ¢ |}(v") and hence exp(—nf; ) = 1
forall @ € |(v') (i.e. whenever p; ,(v") # 0) which implies:

> pra(v) exp(—nliq) =1 (24)
a€[K]

For all a € [K], Equation (23) gives us:

Pt,a(Ut,(j’—l)) exp(—ﬂgt,a) = Wt(vl)pt,a(vl) exp(—ﬂgt,a) + 7t (e, 37 )Pt,a(Vt,5) GXP(—ﬂgt.,a)

Substituting Equation (24) and the inductive hypothesis into this equation (when summed over all
a € [K]) then gives us:

> pra(ver—n) exp(—nlya) = m(V') + m (v )b
a€[K]

Since 7 (v") + m (v ;7) = 1 we have, direct from the algorithm, that m;(v") + 7 (ve j/ )y ;0 =
Yy (j7—1) so the inductive hypothesis holds for j = j" — 1. We have hence shown that the inductive
hypothes1s holds for all j € [log(K)] U {0} and in particular for j = 0. Since p; 4 (vi,0) = Pla; = a

we then have: )
dro= Y Pla; = alexp(—nlta) (25)
a€[K]

Since exp(—z) <1 — 2z + 2%/2 for all z € R, we have, from Equation (23)), that:

2 A~
Yo < ZPat—a]<1—n€m )‘1 n Y Plag = ally .+ 772 > Pla = alf3,

a€[K) a€[K] a€[K]

so since In(1 + z) < z for all z € R we have:

(o) < —n > Play = allya + " Y Pl (26)

a€[K] ae[K
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Noting that Pla; = a]ly , = [a; = a]l; 4 for all a € [K], we have:

E Z ]P’[at = a]ft,a = E[gt,at]

a€[K]

and:
la: = a7,

Pla; = a Z fa

a€[K]

E|> Pla=df,| =E
a€[K] a€[K]
Substituting these equations into Equation (26)) (after taking expectations) gives us:
E[In(¢1,0)] < —nE[lsa,] +n*K/2
which, upon substitution into Equation (22)) gives us:
E[A; = Api1] > 0(Ellra,) = iye,)) — 1P K/2 27

Note that this equation implies that the same equation also holds when the expectation is not implicitly
conditional on the state of the algorithm at the start of trial £. Hence, we now drop the assumption that
the expectation is conditional on the state of the algorithm at the start of trial ¢. Summing Equation
[27) over all trials ¢t € [T'] and then rearranging gives us:

1 KT
E[R(y)] < ; (B[M] — BlAg) + 5= (8)
Now consider a trial ¢. For all v € B let:
Z [z: € SJwig1(<(v Z [z¢ € SJwis1(>(v),S)
Se2X Se2X

Now take any j € [log(K) — {0} and let v := v; ;. Note that:

u
Vi(v) = Bi(<(0))0:(a(v)) + Bi (>(v))0: (>(v))
)

so that by definition of 7;(<(v)) and 7 (>(v)) we have:

Vi(v) = (8:(a(v)) + 0:(>(0))) (m(2(v)) B (<(v)) + 7 (>(0)) B (> ()

Without loss of generality assume that <(v) € P;. Then the above equation implies that:
T (AW i+1 + m(>(v
V;(v) = (9t(<1(v)) + Qt(b(’u))) t( ( ))wt,g+1 t( ( ))

Yt
so by definition of ¢; ; we have:

Vi(v) = (0e(a(v)) + 0, (> = Y [z € SJwi(a(v),8) + Y [ € SJw(>(v), S)

Se2x Se2X

Note that this equation trivially holds for all v € BT \ P; and hence holds for all v € Bf. Since
for all such v and all S with z; ¢ S we have wy1(<(v),S) = wi(<(v),S) and w1 (>(v),S) =
w(>(v), S) we then have:

Z w1 (< Z w1 (> Z wy(A(v),S) + Z w(>(v), S)
Se2x Se2x Se2¥ Sea¥
s0, by induction on ¢ we have, for all ¢ € [T + 1], that:
> wi(€(v),8) + Y wi(e(v),8) =1
Sea¥ Se2x

Hence, for all v € B\ 7(B) and S € 2%, we have w;(v,S) € [0,1]. We have now shown that
A1 > 0 so that Equation 28] gives us:

nKT

BIRG) < (BlA]+ 55

which, by definition of Ay, gives us the desired result.
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E.5 Theorem

The fact that the weighting wy is valid is given by the following lemma:

Lemma E.1. Forall v € Bf we have:

Y (i), 8) + w,(>(v),8)) = 1

Sea2x

Proof. We will show that for all v € B’ we have:

1
Z wy(v,S) = B

Se2X

which directly implies the result. So take some arbitrary v € B3’. Define, for all ¢ € [T, the sets:

X ={a,|set]}\{o1} and F = {01}
and for all z € X/ and f € F; define the quantity:
Bla, f) = 1f (@) # f(n(@)]1/T + [f(z) = f(n(x))](1 - 1/T)
which is defined since n(z) € X} U {z1}. Forall t € [T — 1] we have:

> 10 s@n=> | 1II s@n >, B, f)

fEFii1 weX],, feF \zex, F(zer1)€(0,1}
Given any f € F; we have:
Z Baeer, f)=1-1/T)+1/T=1
f(xe41)€{0,1}
and hence by Equation (29) we have:

feEFi :IJEX{+1 feFtxeXx]

Since X, = X this implies, by induction, that:

oIl s@n=> [[s@n=> [[s@n=>Y t=|x=2

feFr zeX’ feF1L z€X] fEFL z€0 fer
Note that we have a bijection G : Fr — 2% defined by:
9(f) ={zeX|f(z) =1} VfeFr

and that for all (f,x) € Fp x X’ we have:

Bz, f) = oz, G(f))/T+ (1 —-a(z,G(f))1 - 1/T)
Hence, Equation @]) shows us that:

S0 <0(x,$)1 + (1= o(2,8)) (1 - 1)) —9

Se2X zeX’ T T

This implies that:

Z wy(v,S) = %

Se2X

which implies the result.
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Now that we have shown that the weighting w, is valid we can utilise Theorem [B-I|to prove our
regret bound. For any set S € 2% define:

(S) == Z o(z,S)
rzeX’
Note that for all v € Bf and S € 2% we have:

L/ 1\ %) INT-1=08) | 71\ INT
S)=-(= - >- (= -
wes=3(z) (1) =ile) (7
so since T'In(1 — 1/T) € O(1) we have:

—In(wy(v,8)) <In(4) + ¢(S) In(T) — Tn(1 — 1/T) € O($(S) In(T) + 1) (31)
As in the statement of Theorem [B.1]define, for all v € B, the set:

Oy,v) :=={z € X |y(z) € 4(v)}

First note that the graph (with vertex set X") formed by linking x to n(x) for every x € X’ is a tree so
that ®(y) > {y(z) | z € X}| — 1. So since for all v € B’ we have Q(y, v) # 0 if and only if v has
adescendent in {y(x) | z € X'} and each element of {y(x) | z € X'} has log(K) ancestors in B’ we

have:
> [Q(y,v) # 0] < log(K)[{y(z) | = € X} < log(K)(D(y) + 1) (32)
veB’

Now suppose we have some z € X’. If y(z) = y(n(z)) then for all v € B’ we have z,n(z) €

O(y,v) or z,n(z) ¢ Oy, v) and hence o(x, Q(y,v)) = 0. On the other hand, if y(x) # y(n(x))
then for any v € B’ with o(x, Q(y, v)) = 1 we must have that either z € Q(y, v) or n(z) € Q(y, v)
so v is an ancestor of either  or n(z) and hence there can be at most 2log(K’) such v. So in any

case we have:
> o(x, Qy,v)) < [y(x) # y(n(x))]2log(K)

veB’

> 6(Qv) = > Y oz, Qy,v) < 2log(K)®(y) (33)

veB’ TeX vEB’

Hence we have:

Equation (31)) gives us:

=D [Q(y.v) # W] In(wi (v, Qly,v))) € (111 ) Y #(Q(y,v) + Y [Qy,v) # Vﬂ])

veB’ veB’ veB’
Substituting in equations (32) and (33) then gives us:
= > [Q(y,v) # 0] In(wi (v, Qy, v))) € OIn(K) In(T)®(y))
veB’
so by Theorem [B.T| we have:

E[R(y)] € O (”I;T 4 In(K) lrln(T)@(y))

Since = p+/In(K) In(T")/ KT we obtain the result.

E.6 Theorem

Recall our sequence of trees (Z; |t € [T] \ {1}) noting that each of these trees is a contraction so
that 7; ; (2, -) is defined for all 4,4" € {0,1}. Let € := 1/T. Define ' : X — R as follows. Given
x € X, if there exists a leaf u € J* with y(u) = z then X' (z) = A(u). Otherwise X' (z) = 1. Given

t € [T define A, : Z, — R such that for all u € Z; we have that \,(u) := X (y(u)) if u is a leaf
of Z; and A\;(u) := 1 otherwise. Forall ¢ € [T] and f : {zy | t' € [t]} — {0, 1} define:

N(f) = {f €{0,13% [Vu e ZF, f'(u) = f(v(u)}
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w(f) = [T Yeo| II @) # fleo)le+ [f(z) = fnl)]1 - )

telt]:f(zy)=1 treth\ {1}

p(f) =Y [T o, s (Eewiw(Ze A u)
FTEN(F) ueZ\{r(Z:)}
We now have the following lemma:

LemmaE.2. Forallt € [T]and f : {xy | t' € [t]} — {0,1} we have:

w(f) =o(f)
Proof. We prove by induction on ¢. Suppose the result holds for ¢ = s (for some s > 2). We now
show that it holds for ¢ = s + 1 as well. Let f* be the restriction of f onto the set {zy | ¢’ € [s]}.
Let u* and ' be the unique leaves in 2} ; of which v(u") = n(x41) and y(u*) = z.41. By the

construction of Z these vertices are siblings. Let v be the parent (in Z 1) of both v* and v’
First note that:

[f (@s41) = O] + [f(2s51) = 1IN (s41) = Fp(ay0) (Bot1s Ast1, 0”) (34)

Since, by the construction of Z 1, we have v(1z_,, (u*)) = v(u"”) = n(xs41) we also have that
d(Tz,,,(u")) = d(u”) — 1so that, since ¢ = €, we have:

[f(@si1) # f(n(@sa))le + [f (@er1) = f(n(ze1))](1 - ) = Tf(n(zs+1))-,f(ms+1)(zs+1’ugs)
Equations (34) and (33) give us:

W(f) = W) T nlenin)) o) (Bot1s W) E an ) (T Asrr, 0" (36)

Now suppose we have some f € N(f). We have y(u") = ~(u') and hence d(tz_ , (v')) =
d(u") = d(u’) so since f'(u') = f(n(xs41)) and ¢y = 0 we have:

Tf/(TZS+1(u/))»f,(u/)(23+1’u/) = Tf/(uu)j/(u/)(zs_;,_l’u’) e Hf/(ul/) _ f(n(fl?;+1))]] (37)

Since, by the construction of 21, we have Tz (u”) = 1z (u') and (as above) we have d(u") =
d(u’), we also have:

s, ). (Zsts w") = Tpirg ) ) (Zs, W) (38)
Since f'(u*) = f(vs41) and Tz, (u*) = u” we have:
iz, ) ) (Zst 1, 07) = Tprur) faagn) (Zot1, @) (39)
Now let:
C = Thn(ea ) faap ) (Zst1,07) 5 C =T, ), fn(eayn) (Zss u')
Define:
gf)= 11 7o)
'U'GZS\{T(ZS)}
and:
1OEy
g(f) = 11 Trrz, )8 ) (Zst1, )
UEZs 1 \{r(Zs+1)}
Combining equations (37), (38) and (39) gives us:
II 7o, r@@Esaw) = 1/ W) = frlea))CC (40)

ue{u*,u’,u'"}

Forallu € Zgy1 \ {u*, v/, u"} wehave Tz, (u) =1z (u) so that:

i1z, ) () (Zst1, W) = Ty (r4 (). f(u) (Zs: 4)
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and hence, since f(n(zs41)) = f/(u’), we have:
9(f)
=" 1 mroe @
uwe{u*,u’ u'"}

Substituting in Equation (#0) gives us:

g (f") = g(fHf' W") = f(n(zs1))]¢" (41)
We have I%f/(u//)(zs+1,5\5+1,u”) = 1 and for all u € ZS we have IN{f/(u)(ZS+1, 5\5+1,U) =
) (Zs, As, ). Substituting into Equation (@T)) gives us:

H Fopr(u) (Zots Aog1, 1)

UEZ 41

= [[f’(u”) = f(n(strl))]]’%f/(u*)(Zs+1» s+1, )¢ g(f) H ’%f’(u)(ZS»Amu)

uEZ,
Summing over all f' € N(f) and noting that f'(u*) = f(xs41) and that:

Bpr(r(2001)) (Zor 1y At 15 7(Zo11)) = 1 = Rprn(2.0) (s Ny 7(25))
gives us:

ﬁ(f) = '%f(ms_'_l)(ZSJrlﬂ s+1,U )C V(f )
By the inductive hypothesis we then have:

D(f) = R(ns i) (Zstts Ao, w)Cw(f*)
which, by Equation (36)), is equal to w( f). We have hence shown that if the inductive hypothesis holds

for ¢ = s then it holds for ¢ = s + 1 also. An identical argument shows that the inductive hypothesis
holds for ¢ = 2. We have hence shown that the inductive hypothesis holds for all ¢ € [T]\ {1}. O
We now define a bijection G : {0,1}* — 2% by:
G(f) = {o € X| f@) =1} VS € 0,1}
Note that forall f : X — {0,1} and all z € X"\ {21} we have:
o(x,G(f)e+ (1= oz, G(N)1 —€) = [f(x) # f(n(z))]e + [f(z) = f(n(x))](1 - €)
and:
II Yor= I N

z€G(f) t'e[T):f(zy)=1

ﬁ](j, A, g(f)) = uA}(f)

so that:

and hence, by Lemma[E.2] we have:
(T, N G(f)) =v(f)

so that:
> [(@) € STi(A e, S) Z = 1]2(f) (42)

Se2X

U T fefo. 3%, f(v(@) =13 = {f € {0,1}7" | f'(2) = 1}
and all sets in this union are disjoint, the right hand side of Equation (2) is equal to:

Z [[fl(’&) = 1]] H Tf/(TZT (w)), f' (u) (ZT, U)/Z)f/(u) (ZT, S\T, ’LL) (43)

fre{0,1}3r u€Zr\{r(2r)}
Given a vertex u € Zp \ {r(Zr)} define:
H(u) = bzr (u) U{Tz, (u)}
and for all f : H(u) — {0, 1} define:
Clu, f) = H it oy (), () (21, u)

u' €z (u)

,—Aﬂ

Since:
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Lemma E.3. Given avertex v’ € Zp \ {r(Zr)} and an index i € {0, 1} we have:

S Oz @) =il f) =1

fe{0,13H @)

Proof. We prove by induction on the height of | z,.(u’). If this height is equal to zero then H(u') =
{v/,1z,.(«)} and forall f : H(u) — {0,1} we have:

é(u/7 f) = Tf(TzT (u’))7f(u’)(ZT7 u,)
Since:
70 Zr, ) + 11 (2r,u) =1 44)

we immediately have the result for the case that the height of | z_. (u") is zero. Now suppose that the
result holds whenever the height of |} z. (u") is equal to j (for some j € N). We will now show that it
holds whenever the height of | z.(u’) is equal to j + 1 which will prove that the result holds always.
By the inductive hypothesis we have, for all ¢/ € {0,1}, that:

S ) = )a), f) = 1

fe{0,1}H @)

and R
Yoo W) =KW, =1

fe{0,1}H(>(u’>)

s0: . .
Y. [z, () =illf () =IC(a(), EEW), £) =1
fe{o,13#H )
and hence: )
Y. [z W) =il () =W, f) = mip(Zr, )
fe{0,1}#H @)

Summing over i’ € {0, 1} and noting Equation {4} then shows us the result holds for this case and
hence, by induction, holds always. O

Given v/, u" € Zp withu” € |}z, (u') we define H(u',u”) to be the maximal subtree of Z7 which
has v’ and w"’ as leaves. Given, in addition, f : H(u',u") — {0, 1} we define:

C(u',u”, f) = T e, w@uw@rw)
weH (u u)\{u'}

and:

We now have the following lemma.
Lemma E4. Given u',u” € Zp withu” € |z, (uv) \ {v'} and indices i',i" € {0,1} we have that:
> W) =) =KW f)
fe{0,1}H @ )
is equal to

[i" # " 66w wry + [ = i"1(1 = G5 ur))

Proof. We prove by induction on the distance from v’ to v in Z7. If this distance is one then we
have v’ = 1z _(u") and H(u', u") = {u', 4"} so we have:

S 1) = AW = I ) = o (Zr )
fe{0,1}H ! u")

which immediately implies that the inductive hypothesis holds in this case. Now suppose that the
inductive hypothesis holds whenever the distance from u’ to v is 7. We now consider the case
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that the distance from v’ to u” is j 4 1. Let u* be the child of ' that lies in H(u/, u”"). Without
loss of generality assume that u” is a descendant of <(u*). Now choose any i* € {0,1}. Given

foH W u") — {0,1} let:
Wi, ) = ) = F ) = 115 ) = 7]

and let f” and f” be the restriction of f onto the sets H (u*, u”) and H(>(u*)) respectively. Note that

C(U/, ullv f) = Tf(u),f(u*) (ZTa U*)C(U*7 ullv f/)C(D(U*)7 f//)
By Lemma [E.3|and the inductive hypothesis we then have that the quantity:
Z h(i*3f)é:(u/7u//7f)
FE{0, 1R D
is equal to the quantity:
Tir i (27, w) ([ # "G5y + [ = "] = bs(u= ur)))

Summing over i* € {0, 1} gives us the result. We have hence proved the result in general. O

Suppose we have some f : J — {0,1}. Let:
F(f)={f €{0.1}*" |Vue T, f'(u) = f(u)}
Given u € J we have that:
[f(t7 () # ()]st (uyuy) + [f (T 7 (w) = F@)](1 = 61 (w)u))
is equal t0 ¢ (1 _(u)), f(u)(J, u) and hence Lemmaimplies that:
o 1 0sw) = OIS () = F)IC( 7 (w)u, £1) = T ). (T>w)
FrER (7 (w),u)

so since, by the definition of a contraction, the edge sets of the subtrees in {7:1(T g(u),u) | u e
T\ A{r(J)}} partition the edge set of Z1 we have, by definition of (, that:

> I menmrw@Ew= I 7awsm.w)
freF(f) veZr\{r(Zr)} weI\{r(J)}

Since for all f* € F(f) and for all u € 27\ J we have Ry (21, Ar,u) = 1 we have now shown
that the quantity:

> II e, @ rwEr Wi (e Ar,v)
freF(f)veZr\{r(2r)}

is equal to the quantity:

II 7, Wi (Zr, A )
we\{r(7)}

Summing over all f € F(J7, ) and noting Equations (@2) and @3] gives us the result.
E.7 Theorem[D.Il
Lemma E.5. Given u,u’ € Z; the algorithm for computing v(u,u’) is correct.
Proof. If u = u/ then the proof is trivial. Otherwise we consider the following cases:
* Consider first the case that § # V(s*). Without loss of generality assume § = <(s*). Then

we have u € J(<(€(s*))) and since §' # <(s*) we have v’ ¢ J(<(&(s*))). Hence v’ ¢ (u)
so v(u,u’) = A as required.
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. Ifu = £(s*) then § = V(s*) so either § = <(s*) or 8 = >(s*). In the former case we have
u' € l}(q( (s*))) = J(«(w)) so that v(u,u’) = < and similarly in the later case we have
v(u,u’) =» as required.

o If § = v(s*) and u # £(s*) then we invoke the process. Consider the vertex s at any stage
in the process. By induction we have that if s € £° then v/ € {(1/(s)). This is because
if s € £° then 1/ (s) is an ancestor of 1/ (T¢(s)). This further implies that when s # § we
have v’ € {(1/(T¢(s))). Now suppose that s € £° and without loss of generality assume

s = <A(T¢(8)). Then u € J(<2(§(Te(s)))) and p/' (Te(s)) € $(>(€(T¢(s)))) so that, since
u' € (' (1(s))), we have v’ ¢ ||(u) and hence v(u,u’) = A as required. Suppose now
that s € £° and that u = &£(s). If <(s) € £° then we have 1/(s) € {(<(£(s))) = d(«(u))
so that, by above, v’ € |}(<(u)) and hence v(u, u') = <« as required. Similarly, if >(s) € £®
then v(u, u') = » as required. This completes the proof.

O

Lemma E.6. The algorithm correctly finds 1.
Proof. By induction on the depth of s we have, for all vertices s in the constructed path, that:

* If s € D° then u, lies in the maximal subtree of Z, containing 1(s) and having T/ (u(s))
as a leaf .

* If s € D* then w, lies in the maximal subtree of Z; with 1 ;(1(s)) and 1/ (s) as leaves.

Let s’ be the unique leaf of D that is on the constructed path. If s’ € D° then p(s’) is a leaf of J
and hence also a leaf of Z;. So by above we have that u; lies in the maximal subtree of Z; with
T7(u(s")) and p(s’) as leaves. If, on the other hand, s’ € D* then since s’ is a leaf of D we have
that p(s") = 1/ (s’) and hence, by above, we have that u; lies in the maximal subtree of Z; with
T7(u(s")) and pu(s’) as leaves. In either case we have = u(s”) as required. O

Lemma E.7. The algorithm correctly finds u*.

Proof. By induction on the depth of s we have, for all vertices s in the constructed path, that:

o If s € £° then Iz, (uy, @) lies in | z, (u(s)).

o If s € £* then Iz, (u, @) lies in the maximal subtree of Z; with p(s) and 1/ (s) as leaves.
Let s’ be the unique leaf of & that is on the constructed path. If s’ € £° then p(s’) is a leaf of Z; and

hence, by above, I'z, (us, @) = p(s’) as required. If s € £* then u(s) = p/(s) and hence, by above,
Tz, (ug, 1) = p(s’) as required. O
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